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“Is it German?”

70%



70%

“Is it English?”

“Is it German?”

13%
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Unstructured data?
What is



Structured data



Emails

Tweets

Comments

Reviews

Transcripts

Written notes

SMS messages

Wiki articles

Blogs

Academic papers

Presentations

Reports

Diary entries

Webpages

News articles

Health records

Police reports

Chat messages

Forum posts

Books

Interviews



90% 
of an organization’s data is  

unstructured*

10%

*Sources: McKinsey, IDC
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Trailer sentiment

Case study 1







34%

66%

How do we get richer insight?
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“Is it positive?”

“Is it negative?”

2%



53%
35%

12%

Positive, negative, neutral
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Trailer 2: more explosions, less dialogue



Key takeaway: Richer insights

Case study 1



Customer demographics

Case study 2



Business (Acme Inc.)



Business (Acme Inc.) Existing customers







Ignoring profile pic, 

name, can we guess 

age & gender?



(Plagiarism Analysis, Authorship Identification, and Near-Duplicate Detection)



82%
Gender



82%
Gender

52%
Gender & Age

18-24, 25-34, 35-49, 

50-64, 65+



“Is the author male?”

85%



Business (Acme Inc.) Existing customers
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Key takeaway: Post-hoc analysis
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Statin decline study

Case study 3

❤ 💊 👎



18 million

1/3

❤



18 million

1/3
200 million

1/35

❤ 💊

(1/10 in UK)
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Massachusetts General Hospital 7.4%

Walter Reed National Military Medical Center 4.2%

New York – Presbyterian Hospital 2.1%

The Academy and College of Philadelphia 11.4%

The Pennsylvania Hospital 8.6%
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“Were statins recommended 

but declined?”

85%



💊
~90% accuracy 

(precision/recall)

%
8,800 patients 

evaluated



Case study 3

❤ 💊 👎

Key takeaway: cheaper/easier
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Unclear result
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Scikit Learn 
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Natural language toolkit

Scikit Learn 

(Has prebaked 
models)



Count based

1980, 1990s 

Very fast 

Decent performance (when 

tuned)

AKA statistical



Count based Continuous space

1980, 1990s 

Very fast 

Decent performance (when 

tuned)

2000s, 2010s 

Slower, more expensive 

Typically used with neural nets 

State-of-the-art performance

AKA statistical AKA neural, neuroprobabilistic



1. Bag of words 

2. n–gram

Count-based



Bag of words



SMS Spam Collection 

Data Set

University of Sao Carlos

~5,500 SMS messages, 

categorized into ham and spam



Preliminaries: 

We’ll need a train and test 

set (corpus). 
 

80-20 split is fine.



1. Clean 

2. Tokenize 

3. Remove stopwords 

4. Stem 

5. Build frequency matrix 

6. Classify
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URGENT! Your Mobile No 07808726822 was awarded a 

L2,000 Bonus Caller Prize on 02/09/03! This is our 2nd 

attempt to contact YOU! Call 0871-872-9758 BOX95QU 

1. clean

urgent your mobile no was awarded a l bonus caller 

prize on this is our nd attempt to contact you call box qu 

message = re.sub('[^A-Za-z]', ' ', message) 

message = message.lower()



2. tokenize

urgent your mobile no was awarded a l bonus caller 

prize on this is our nd attempt to contact you call box qu 

[a, attempt, awarded, bonus, box, call, caller, contact, is, 

l, mobile, nd, no, on, our, prize, qu, this, to, urgent, was, 

you, your]



2. tokenize

Simple:

Robust:

from nltk.tokenize import word_tokenize 

tokens = word_tokenize(message) 

tokens = message.split(' ') 



3. stopwords

[a, attempt, awarded, bonus, box, call, caller, contact, is, l, mobile, nd, 

no, on, our, prize, qu, this, to, urgent, was, you, your]

[ i, me, my, myself, we, our, ours, ourselves, you, your, yours, yourself, 

yourselves, he, him, his, himself, she, her, hers, herself, it, its, itself, they, 

them, these, those, am, is, are, was, … ]

[attempt, awarded, bonus, box, call, caller, contact, l, mobile, nd, 

prize, qu, urgent]

➖

=



3. stopwords

from nltk.corpus import stopwords  

tokens = [t for t in tokens if not t in stopwords] 



4. stemming

win 

winner 

winners 
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win



4. stemming

from nltk.stem.porter import PorterStemmer 

stemmer = PorterStemmer() 

tokens = [stemmer.stem(t) for t in tokens] 

[attempt, awarded, bonus, box, call, caller, contact, l, mobile, nd, 

prize, qu, urgent]



5. matrix



5. matrix

from sklearn.feature_extraction.text import CountVectorizer 

count_vector = CountVectorizer() 

count_vector.fit(messages) 



5. matrix

count_vector.get_feature_names() 



5. matrix

train = count_vector.transform(messages).toarray() 



6. classify

from sklearn.naive_bayes import MultinomialNB 

naive_bayes = MultinomialNB() 

naive_bayes.fit(train, y_train)



6. classify

from sklearn.naive_bayes import MultinomialNB 

naive_bayes = MultinomialNB() 

naive_bayes.fit(train, y_train) 

naive_bayes.predict(test)



90%+ accuracy
(Precision and recall)



Next week is crazy & on holiday until 

Wednesday. Are you free at 1?

Free holiday, offer on until next 

Wednesday! Are you crazy?? 1 WEEK 

HOLIDAY IS FREE!
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Wednesday! Are you crazy?? 1 WEEK 

HOLIDAY IS FREE!



💊👎
“statin”

“patient”

“not”
“soreness”



1. Bag of words 

2. n–gram

Count-based
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Is holiday spammy 
or not spammy, 

given the context?
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Next week is crazy & 

on holiday until Wednesday. 

Are you free at 1?

Congratulations you’ve 

won a free holiday, offer 

on until next Wednesday!

Expensive to compute  

Prone to overfitting



Instead consider limited context 

Previous n words

Congratulations you’ve 

won a free holiday, offer 

on until next Wednesday!

Next week is crazy & 

on holiday until Wednesday. 

Are you free at 1?



won a free holiday, offer

won a free holiday, offer

unigram (bag of words)

bigram

won a free holiday, offer

trigram

4-gram won a free holiday, offer

n = …



I am Sam 

Sam I am 

I do not like green eggs and ham

I am Sam I do

TOY TRAINING CORPUS

TOY TEST SENTENCE
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how many times “am” follows “i”
p1 =



i am sam 

sam i am 

i do not like green egg and ham

i am sam i do

TOY TRAINING CORPUS

TOY TEST SENTENCE

3

how many times “am” follows “I”
p1 =
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p1 =

2

2
p2 =

1



i am sam 

sam i am 

i do not like green egg and ham

i am sam i do

TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 =
2

3
, p2 =

1

2
, p3 =

1

2
, p4 =

1

3



i am sam 

sam i am 

i do not like green egg and ham

i am sam i do

TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 × p2 × p3 × p4 ≈ 0.05



i am sam i am sam i do

TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 × p2 × p3 × p4 × p5 × p6 × p7 ≈ 0.009

i am sam 

sam i am 

i do not like green egg and ham



TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 × p2 × p3 × p4 × p5 × p6 × p7 ≈ 0.009

“Discriminates” against 
long sentences

i am sam i am sam i do

i am sam 

sam i am 

i do not like green egg and ham



TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 × p2 × p3 × p4 × p5 × p6 × p7 ≈ 0.009

Small numbers,  
pain to work withi am sam i am sam i do

i am sam 

sam i am 

i do not like green egg and ham



n
p1 × p2 × p3 × …

1. Take the nth root to normalize long and short sentences



1. Take the nth root to normalize long and short sentences 

2. Take the reciprocal to avoid small numbers 

1
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1. Take the nth root to normalize long and short sentences 

2. Take the reciprocal to avoid small numbers 

1

n
p1 × p2 × p3 × …

Perplexity Lower is “better”



TOY TRAINING CORPUS

TOY TEST SENTENCE

1

4
p1 × p2 × p3 × p4

≈ 2.1

Unrealistically low. 
Expect 30 - 150 in 
real life on test set

i am sam 

sam i am 

i do not like green egg and ham

i am sam i do



Perplexity

We can think of perplexity as “surprise”. We want to minimize 

perplexity (on our training & test set) 

Can use for classification (e.g. the SMS is spam if the 

perplexity of the spam model is < 100)



One more detail I skipped:



i am sam 

sam i am 

i do not like green egg and ham

i am sam i do

TOY TRAINING CORPUS

TOY TEST SENTENCE



<start> i am sam <end> 

<start> sam i am <end> 

<start> i do not like green egg and ham <end>

<start> i am sam i do <end>

TOY TRAINING CORPUS

TOY TEST SENTENCE



TOY TRAINING CORPUS

TOY TEST SENTENCE

p1 =
2

3

<start> i am sam <end> 

<start> sam i am <end> 

<start> i do not like green egg and ham <end>

<start> i am sam i do <end>

“I” starts 
sentence 2/3 
of time



This is “all we need”, but there’s a big problem…



TOY TRAINING CORPUS

TOY TEST SENTENCE

i like green egg and ham

i am sam 

sam i am 

i do not like green egg and ham



i am sam 

sam i am 

i do not like green egg and ham

i like green egg and ham

TOY TRAINING CORPUS

TOY TEST SENTENCE

how many times “i” appears

how many times “like” follows “i”
p1 =



i am sam 

sam i am 

i do not like green egg and ham

i like green egg and ham

TOY TRAINING CORPUS

TOY TEST SENTENCE

how many times “i” appears

how many times “like” follows “i”
p1 =



3
p1 =

0

i am sam 

sam i am 

i do not like green egg and ham

i like green egg and ham

TOY TRAINING CORPUS

TOY TEST SENTENCE



TOY TRAINING CORPUS

TOY TEST SENTENCE

1

n
p1 × …

≈ ∞

i like green egg and ham

i am sam 

sam i am 

i do not like green egg and ham



TOY TRAINING CORPUS

TOY TEST SENTENCE

1

n
p1 × …

≈ ∞ “Impossible”

i like green egg and ham

i am sam 

sam i am 

i do not like green egg and ham



Does this happen on larger data sets?



(Except Romeo & Juliet)

Train Test



But thou art not quickly moved to strike

– Romeo and Juliet, Act 1 Scene 1

(I didn’t worry about 
stemming for this example)
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(Multiplying by zero 😭)
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(We generally expect perplexity of  30 - 150 on test set)



But thou art not quickly moved to strike

but thou - 59

( 7
59

5830
×

449

6327
×
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3812
×
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5

93
×

15
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)−1 = ∞

thou art - 449 art not - 53 not quickly - 4

quickly moved - 0 moved to - 5 to strike - 15



The solution is smoothing which is all about 

preventing the probabilities crashing to 0
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Absolute discounting

Smoothing
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But thou art not quickly moved to strike

but thou - 59

( 7
59

5830
×

449

6327
×

53

3812
×

4

9507
× 0 × …)−1

thou art - 449 art not - 53 not quickly - 4

quickly moved - 0



<end> 13 

and 4 

dream 1 

go 2 

have 2 

make 2 

send 1 

should 2 

the 2 

to 3 

will 2 

yield 1

quickly
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

 ⋮



<end> 13 

and 4 

dream 1 

go 2 

have 2 

make 2 

send 1 

should 2 

the 2 

to 3 

will 2 

yield 1

quickly
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

~28000 more, including “moved”

 ⋮

68 more
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will 2 
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quickly
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

#occupylanguagemodels

< 1% of the words 

(80 of 28,000+) 

control 100% of the 

probability!



<end> 13 

and 4 

dream 1 

go 2 

have 2 

make 2 

send 1 

should 2 

the 2 

to 3 

will 2 

yield 1

quickly
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

Solution: tax every 

word that appears. 

1. Reduce every 

observed count 

by some 𝛿. 

(often 𝛿 = 0.5)

 ⋮



<end> 12.5 

and 3.5 

dream 0.5 
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Solution: tax every 
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and 3.5 
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send 0.5 

should 1.5 

the 1.5 

to 2.5 

will 1.5 

yield 0.5

quickly
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

Solution: tax every 

word that appears. 

2. We’ve collected 40 

counts of “tax” (80 × 0.5). 

Now redistribute that 40 

across the 28,000 words 

with a count of 0.

 ⋮



<end> 12.5 

and 3.5 

dream 0.5 

go 1.5 

have 1.5 

make 1.5 

send 0.5 

should 1.5 

the 1.5 

to 2.5 

will 1.5 

yield 0.5

quickly
a 0.0014 

abandon 0.0014 

abandoned 0.0014 

abase 0.0014 

abashed 0.0014 

abate 0.0014 

abated 0.0014 

abatement 0.0014 

abates 0.0014 

abbess 0.0014 

abbey 0.0014 

abbeys 0.0014

youths 0.0014 

zeal 0.0014 

zeales 0.0014 

zealous 0.0014 

zenith 0.0014 

zephires 0.0014 

zir 0.0014 

zodiac 0.0014 

zone 0.0014 

zounds 0.0014

 ⋮

Solution: tax every 

word that appears. 

2. We’ve collected 6 

counts of “tax” (12 × 0.5). 

Now redistribute that 6 

across the 28,000 words 

with a count of 0.

40

28384
≈ 0.0014

 ⋮



But thou art not quickly moved to strike

but thou - 58.5

( 7
58.5

5830
×

448.5

6326.5
×

52.5

3812
×

3.5

9507
×

0.0014

108
×

4.5

93
×

14.5

163
)−1 = 175

thou art - 448.5 art not - 52.5 not quickly - 3.5

quickly moved - 0.0014 moved to - 4.5 to strike - 14.5



won a free holiday, offer

won a free holiday, offerbigram

trigram

4-gram won a free holiday, offer



won a free holiday, offer

won a free holiday, offerbigram

trigram

4-gram won a free holiday, offer

Pro: “smarter”, considers more context 

Cons: data sparsity



But thou art not quickly moved to strike

Trigram model



quickly moved
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

Appears 0 times



quickly moved
a 0 

abandon 0 

abandoned 0 

abase 0 

abashed 0 

abate 0 

abated 0 

abatement 0 

abates 0 

abbess 0 

abbey 0 

abbeys 0

youths 0 

zeal 0 

zeales 0 

zealous 0 

zenith 0 

zephires 0 

zir 0 

zodiac 0 

zone 0 

zounds 0

 ⋮

So all counts after are 

0. Absolute discounting 

doesn’t help because 

there’s nothing to “tax” 

Smoothing alone can’t 

help us!



Smart but can get  
stumped



Smart but can get  
stumped

Not as smart 
but robust



Solution: combine trigram and 

bigram predictions



Approach 1: Interpolation

⅓ ⅔

Take a proportion of each model’s prediction

+



Approach 2: Backoff

If the trigram model gets stumped, fall back to 

the bigram model
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Approach 2: Backoff

If the trigram model gets stumped, fall back to 

the bigram model

Fall back



Laplacian/additive

Good-Turing

Katz

Jelinek-Mercer

Lidstone

Witten-Bell

Church-Gale

Bayesian

Kneser-Ney

Absolute discounting

Smoothing

With interpolation



from nltk.model.ngram import NgramModel 

from nltk.probability import KneserNeyProbDist 

model = NgramModel(n = 3, train = text, estimator = KneserNeyProbDist) 

model.perplexity("But thou art not quickly moved to strike".split()) 



Count based Continuous space

1980, 1990s 

Very fast 

Decent performance (when 

tuned)

2000s, 2010s 

Slower, more expensive 

Typically used with neural nets 

State-of-the-art performance

AKA statistical AKA neural, neuroprobabilistic



The cat got squashed in the garden 

on Friday

The dog got flattened in the garden 

on Tuesday

TRAINING

TEST



The cat got squashed in the garden 

on Friday

The dog got flattened in the garden 

on Tuesday

TRAINING

TEST





squashed ≈ flattened

cat ≠ dog

Friday ≠ Tuesday



Count based Continuous space

1980, 1990s 

Very fast 

Decent performance (when 

tuned)

2000s, 2010s 

Slower, more expensive 

Typically used with neural nets 

State-of-the-art performance

AKA statistical AKA neural, neuroprobabilistic



Key idea: use word embeddings, where 

similar words live close to one another

Bengio et al., 2003



Toy example: Emoji embedded in 2D space





❤ …



❤🍻 ❤🍻

❤🍻
❤🍻

❤🍻

❤🍻



❤🍻 50%



❤☕ ❤🚠



❤☕ ❤🚠

(World’s least popular emoji)



❤🍻

❤☕

❤🚠

50%

0%

0%



❤🍻

❤☕

❤🚠

50%

0.5%

0.5%



❤🍻

❤☕

❤🚠



❤🍻

❤☕

❤🚠

50%

20%

0.5%



candidateX 0.72

candidateY 0.45

prevX 0.03

prevY 0.11

1.0

{🍻

{❤



candidateX 0.73

candidateY 0.45

prevX

prevY

0.98

{☕

{❤
0.03

0.11



candidateX 0.24

candidateY 0.59

prevX

prevY

0.04

{🚠

{❤
0.03

0.11



👫🕗💞1.

👫🕘💞2.



candidateX 0.62

candidateY 0.03

prev1X 0.52

prev1Y 0.95

1.0

{💞

{🕗
prev2X 0.45

prev2Y 0.08
{👫



candidateX 0.62

candidateY 0.03

prev1X 0.52

prev1Y 0.91

0.96

{💞

{🕘
prev2X 0.45

prev2Y 0.08
{👫





What about real-world word vectors?



Millions of documents
T

h
o

u
sa

n
d

s o
f w

o
rd

s

Very sparse



/✨



300 dimensions
T

h
o

u
sa

n
d

s o
f w

o
rd

s

Much denser



300 dimensions 300 dimensions 50–300 dimensions

FastText Word2Vec GloVe

1–2M words

Trained on Wikipedia, 

web crawls

3M words

Trained on Google 

News

2–5 GB 1.5 GB

400k–2M words

1–2 GB

Trained on Wikipedia, 

web crawls, Twitter



candidateDim1 0.62

{I
candidateDim2 0.18

candidateDim300 0.44

 ⋮

prev1Dim1 0.62

{love
prev1Dim2 0.95

prev1Dim300 0.30

 ⋮

prev2Dim1 0.12

{beer
prev2Dim2 0.29

prev2Dim300 0.91

 ⋮

Input vector 
Length = 900



2000–2017

LSTMs 

RNNs 

CNNs 

Ensembles



5-gram model with 

Kneser-Ney smoothing

Perplexity score of 67

2 hours to train (CPU only)

Google’s “big” LSTM 

model

Perplexity score of 30

…

Exploring the limits of language modeling (2016)





$64k



$64k 3 weeks!



5-gram model with 

Kneser-Ney smoothing

Perplexity score of 67

2 hours to train (CPU only)

Google’s “big” LSTM 

model

Perplexity score of 30

3 weeks to train (32 GPUs)

Exploring the limits of language modeling (2016)

Gains are very costly



Origins of language models

What is unstructured data?

Some case studies

Types of language models

Count based (bag of words, n-grams) 

Continuous space 

Bonus: the class of 2018

Wrap-up and questions

Agenda





DB of 14M images, in
20k categories



“Researchers soon realized that the weights learned in state of the art 

models for ImageNet could be used to initialize models for completely 

[unrelated] datasets and improve performance significantly”



“Researchers soon realized that the weights learned in state of the art 

models for ImageNet could be used to initialize models for completely 

[unrelated] datasets and improve performance significantly”

Transfer learning







“Embeddings from 

Language Models”

ULMFiT ELMo OpenAI transformer

February 2018

Trained on online 

news (1B words)

“Universal Language 

Model Fine-Tuning”

January 2018

Trained on Wikipedia 

(100M words)

June 2018

Trained on 7000 novels 

(1B words)



Source: Matthew Peters via The Gradient



https://bit.ly/imdblm

Fast.ai’s IMDb tutorial

Walkthrough to achieve a new state-of-the-art 

(95.4% accuracy)



elmo = hub.Module("https://tfhub.dev/google/elmo/2", trainable=True) 



Wrap-up

• Unstructured data is a powerful and plentiful source of insight 

(90%+ of all data), especially if combined with language models. 

• Unstructured data is more difficult to work with in some ways: 

we have to deal with soft rules, noise and thus unclear results. 

• But it can also give us richer insights, allow for easier post-hoc 

analysis, and provide a cheaper alternative to collecting 

structured datasets.



Wrap-up

• Count-based models are fast and still work well. Interpolated 

Kneser-Ney n-gram models generally work the best. 

• For even better results, use pre-trained word vectors (from 

Google/Facebook) and a neural net 

• For the current state-of-the-art, experiment with a universal 

language model, tuned to your particular task



Understanding 
Unstructured Data 
with Language Models

Alex Peattie

alexpeattie.com/talks

Grab the slides


